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We present a search for the Standard Model (SM) Higgs boson (H) in events of low jet
multiplicity with high pT muons and taus events with large missing transverse energy in pp
collisions at a center-of-mass energy of

√
s = 1.96 TeV. The data have been collected from April

2002 to July 2010 with the DØ detector and correspond to an integrated luminosity of 7.3 fb−1.
No excess above the expected SM background is observed and we set 95 % C.L. upper limits on
σ(pp → HX)×BR(HX → µτ) as ratios to the SM cross section between 6.6 to 24 for Higgs masses
from 135 to 200 GeV.
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I. INTRODUCTION

Electroweak symmetry breaking is one of the cornerstone of the Standard Model (SM) and the associated remnant
degree of freedom, the Higgs boson, remains undiscovered so far. Electroweak precision measurements and consistency
of the SM constrain the Higgs boson mass to be 89+35

−26 GeV at 68 % C.L. [1] while direct searches at LEP and Tevatron
impose mH > 114.4 Gev [2] and exclude a Higgs boson mass between 158 and 175 GeV [3].

If the SM Higgs boson mass is large (higher than mH & 135 GeV), we can benefit from the relatively large production
cross section of the process gg → H → WW due to the very high H → WW branching ratio. The predicted cross
section is σ(gg → H → WW ) = 0.37 pb in 1.96 TeV pp collisions for mH = 165 GeV [5, 6]. In this final state, the
leptonic decays of the W bosons produce a clear signature in the detector. The most sensitive channels are eµ, ee, µµ.
Di-leptons final state involving τ leptons are more challenging due to the decay of the τ lepton inside the detector and
have less sensitivity because of the large instrumental background. Events in which both τ leptons decay leptonically
are analyzed in the ee, eµ and µµ final states

However, due to the high branching ratio of τ leptons into hadrons (65 %), final states involving hadronic τ decay
(τhad) bring a significant amount of signal events. We hereafter present a search for the Standard Model Higgs boson
decaying to a muon, a hadronically decaying τ lepton and missing transverse energy. This search can benefit from
other Higgs boson signal contributions such as vector boson fusion and associated production in addition to the gluon
fusion production mode.

The DØ experiment has produced several searches for SM Higgs bosons in the eµ, µµ and ee final state [7], the
µ + τhad channel is looked for in the data collected by the DØ detector. A previous analysis of this final state was
presented in [4]. This new analysis considers a dataset corresponding to an increase of a factor 7 in the integrated
luminosity and uses a multivariate technique to increase the sensitivity to a possible signal. Relative to the previous
analysis [4] we obtain at least a gain of a factor 2.7 in sensitivity at mH = 160 GeV.

II. DATA AND MONTE CARLO SAMPLES

The data used in this analysis were recorded between April 2002 and July 2010. After data quality requirements,
the total data sample corresponds to an integrated luminosity 7.3 fb−1 [8]. A description of the DØ detector and its
triggering system can be found in [9]. In this search, we select events based on a mixture of single and dilepton triggers
and of triggers requiring both lepton and jet signatures. However, to derive the corresponding trigger efficiency, we
rely on events triggered by high pT muons. These triggers have a known efficiency (around 65 %) measured in Z → µµ
events. In our inclusive trigger approach, the typical trigger efficiency is of the order of 90−100% and mainly depends
on the reconstructed τ candidate transverse momentum.

Signal samples are generated for Higgs boson masses between 115 and 200 GeV using the event generator
Pythia [10]. We consider the gluon fusion, vector boson fusion and associated production (WH, ZH) processes.
The signal cross sections are calculated at NNLO for gluons fusion and associated production [5, 6, 11] and at NLO
for vector boson fusion [12]. The Higgs boson decay branching ratios are computed with Hdecay [13].

The dominant sources of background are W+jets, tt, dibosons, multijet (MJ) and Z+jets production. In MJ
events, the muon primarily comes from semileptonic b hadron decays, while the τ is faked by a jet. Except for MJ
and W+jets contributions, all backgrounds are estimated using Monte Carlo simulations: Alpgen [14] is used to
estimate tt and Z+jets backgrounds while the diboson processes are generated using Pythia.

The event generators are used with the Cteq6l1 [15, 16] parton distribution functions (PDF). Alpgen samples
are processed through Pythia for showering and hadronization. τ lepton decays are modelled with Tauola [17].
All samples are then passed through a Geant-based [18] simulation of the DØ detector. Data from a random beam
crossing are added to Geant events to model effects of detector noise, pileup, and additional pp interactions. The
combined output is processed through the same reconstruction algorithms as the data.

Corrections accounting for differences between data and the simulation are applied to the simulated events. They
are derived from control data samples and correct for object identification efficiencies, trigger efficiencies, primary
pp interaction position (primary vertex), object energy scale, and the transverse momentum spectrum of Z bosons.
After applying all corrections, the yields for signal and backgrounds are calculated as the product of the acceptance
(from the simulation) times the luminosity and theoretical cross sections.
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III. EVENT RECONSTRUCTION AND SELECTIONS

This analysis involves the reconstruction of muons, hadronic decays of τ lepton (τhad), jets and missing transverse
energy (E/T) arising from escaping neutrinos.

Muons are identified using track segments reconstructed in the muon system and are matched to a track recon-
structed in the inner tracking system. Hadronic τ decays are identified [19] as energy deposits in the calorimeter,
reconstructed with a jet cone algorithm R = 0.3 [20], which have associated tracks. τhad candidates are then split in
three different categories: one-prong τ decay with no π0 (called τhad type 1), one-prong decay with π0 (τhad type 2)
and multiprong decay (τhad type 3). In addition, we use a neural network (NNτ ) based τ identification to separate
quark or gluon jets from genuine τhad [19]. NNτ is based on shower shape variables, isolation variables and correlation
variables between the tracking and the calorimeter energy measurements. The vectorial missing transverse energy
is the negative of the vector sum of the transverse energy of calorimeter cells satisfying |η| < 3.2. We correct the
vectorial quantity for the energy scales of reconstructed final state objects, including muons. The missing transverse
energy E/T is defined as the norm of the vectorial missing transverse energy. Jets are reconstructed from energy
deposits in calorimeter towers using the midpoint cone algorithm with a radius R = 0.5 [20]. Jet reconstruction
and energy scale determination are described in detail in Ref. [21]. All calorimeter jets are required to pass a set
of quality criteria with about 98% efficiency and there must be at least two reconstructed tracks within ∆R(track,
jet-axis) =

√
(∆η)2 + (∆φ)2 < 0.5 (where η is the pseudo-rapidity and φ the azimuthal angle). Jets are also required

to have at least two tracks originating from the primary vertex.

A. Preselections

In a first step we select a background-dominated sample by requiring:

• one primary vertex with at least three tracks;

• exactly one isolated muon with pT (µ) > 15 GeV and |η| < 1.6;

• exactly one τhad with a transverse momentum, as measured in the calorimeter, pT (τ) > 12.5/12.5/15 GeV
for type type 1/2/3, and |ητhad | < 2.0. Additionally, the tracks attached to the τhad candidate must satisfy:∑

trk pT (trk) > 7/5/10 GeV, where pT (trk) is the track transverse momentum as measured by the tracking
system, for τhad type 1/2/3 respectively. For type 3, the leading track must have pT > 7 GeV. τhad candidates
matching any reconstructed muon within ∆R < 0.5 are discarded. τhad type 3 candidates having Qτhad = 0 are
rejected. NNτ>0.9/0.9/0.95 is required for τhad type 1/2/3 respectively; this tight identification criterion has
an overall efficiency of ≈ 55 % in signal events for a fake rate of ≈ 2 % in multijet events;

• the electric charge of the τhad (Qτhad) must be opposite to the one of the muon (Qµ), i.e. Qτ × Qµ < 0.

To ensure a proper combination with other Higgs boson searches, we require the following additional criteria which
makes this analysis orthogonal to the others:

• events with a reconstructed electron satisfying Mmin
T (l, E/T) > 20 GeV, as defined in Eq. (1), where l = (e, µ),

are removed (orthogonality with the H → WW → eµνν search [7]).

• events with at least one jet with pT > 20 GeV and a second jet with pT > 15 GeV are rejected (orthogonality
with the H(→ ττ)jj search [22]).

Mmin
T (l, E/T) ≡ Min[MT (l1, E/T) , MT (l2, E/T)] (1)

MT (li,E/T) =
√

2 |pli
T | |E/T| ( 1 − cos∆φ(li,E/T) ) (2)

The preselection sample is dominated by Z+jets, W+jets and MJ backgrounds. The MJ contribution is evaluated
from data using different methods presented in the next section III B. The W+jets background is estimated from the
simulation corrected using a data-driven method described in section III B. Tab. I gives the expected and observed
numbers of event at the preselection level while Fig. 1 shows pT (τ) and Mvis distributions, with:

Mvis =

√
(|p⃗τ | + |p⃗µ| + E/T)

2 −
(
p⃗τ + p⃗µ + E⃗/T

)2

. (3)
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τhad type 1 τhad type 2 τhad type 3 all types

Z(→ ττ) 1233 ± 15.2 8294 ± 37.8 1902 ± 17.6 11430 ± 44.4
Z(→ µµ/ee) 156 ± 4.5 910 ± 11.1 148 ± 3.8 1215 ± 12.6
W (→ µν) 368 ± 11.5 1285 ± 18.3 944 ± 13.0 2598 ± 25.2
tt̄ 6.0 ± 0.2 42.9 ± 0.5 5.8 ± 0.2 54.8 ± 0.6
diboson 38.7 ± 0.9 219 ± 2.1 35.6 ± 0.9 293 ± 2.5
QCD 396 ± 15.0 1434 ± 23.2 1067 ± 20.2 2898 ± 34.3

Exp. background 2198 ± 24.7 12188 ± 49.3 4104 ± 30.1 18491 ± 62.8
Data 2242 12534 4180 18956
Higgs 165 GeV 0.9 ± 0.0 5.0 ± 0.1 0.7 ± 0.0 6.6 ± 0.1

TABLE I: Expected and observed numbers of events at the preselection.
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FIG. 1: Data versus MC comparison of pT (τ) and Mvis distribution at the preselection level for all τhad types.

B. Multijet and W+jets background estimation

In MJ events, the muon candidate primarily comes from semileptonic decays of b hadrons while the τhad candidate
is faked by a jet. In the W+jets background, the muon candidate is an isolated muon coming from the W decay while
the τhad candidate is faked by the recoil jet.

We developed two different methods to estimate the MJ background from data named respectively Same-Sign
Method (or fOS/SS) and Isolation Method (or fIso/NoIso). The former one is considered to estimate the systematic
uncertainty on this prediction while the latter one is used to predict the nominal MJ distribution.

• the Same-Sign method. The charge correlation between the muon and the τhad candidates is expected to be
small in the MJ background. Hence, we expect a similar amount of events with Qτhad × Qµ < 0 (OS for
Opposite Sign) and Qτhad ×Qµ > 0 (SS for Same Sign). The MJ background is determined from a data sample
satisfying the preselection requirements except the charge correlation which is reversed. The other expected
SM backgrounds are subtracted from this SS sample, and the number of MJ events in the OS (signal) sample
is obtained by multiplying the SS sample by the factor fOS/SS , computed in a MJ control sample selected by
requiring NNτ< 0.2 and mT (W ) < 30 GeV. fOS/SS is found to be 1.10/1.08/1.08 ± 0.02/0.01/0.01 for type
1/2/3.

• the Isolation Method method. This method is based on a non isolated muon sample obtained by reversing the
muon isolation criteria. This high statistics, very pure, MJ sample does not describe accurately some kinematic
variables when compared with the MJ background in the isolated (signal) sample. To take into account those
differences, we derive a scale factor fIso/NoIso which depends on the relevant kinematic variables. fIso/NoIso is
measured in a control sample selected by requiring NNτ< 0.2 and mT (W ) < 30 GeV and the dependence with
pT (τ), E/Tand pT (µ) are taken into account. Eventually, the normalization is measured with the fOS/SS method.

The W+jets background is the dominant background in the search presented here. In this case, the reconstructed
muon is coming from the W → µνµ decay, while a jet in the event fakes a hadronically decaying τ lepton. This τhad fake
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rate is not well predicted by the simulation and can be measured in the SS (signal free) data. This approach assumes
that the simulation provides a good modelling of the OS over SS ratio in W+jets events. While we could expect
Qτhad and Qµ to be independent (i.e. OS over SS ratio of 1), the electric charge correlation between the reconstructed
τhad and the muon from the W is an important effect in those events. First, there are Feynman diagrams implying a
large charge correlation between the recoiling parton q and the W in Wq production. Then, we observe a correlation
between the charge of parton q and the reconstructed τhad which strongly depends on NNτ . The convolution of these
two effects leads to a specific NNτ -dependence of OS over SS ratio according to the Qparton × Qµ value, as shown in
Fig. 2.
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FIG. 2: OS over SS ratio versus NNτ for the W+jets simulated events (τ type 3). The three categories of events given by the
Qparton × Qµ value have a specific behaviour of OS over SS ratio with NNτ .

First plot of Fig. 3 shows that the OS over SS ratio is different from 1 and is poorly modelled by the plain simulation.
To account for Data/MC differences, we use the above physical origins of the behaviour of OS over SS ratio with
NNτ in W+jets events to build a model based on 3 parameters. Then a fit procedure is developped in order to
measure simultaneously the charge correlation and the τhad fake rate, which are related to the model parameters. We
first fit the simulation with our model and found a good agreement. Then we apply the procedure to data, and the
extracted parameters are used to correct the simulation. The parameters fit is performed in a region free of signal by
requiring NNτ< 0.9. Fig. 3 shows the OS over SS ratio for the data, the uncorrected simulation and the corrected
simulation as well as the correction effect on the MT (W ) distribution in a signal free region.
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FIG. 3: Left: OS over SS ratio versus NNτ for data (black dots), uncorrected simulation (blue line) and corrected simulation
(red line) for a W+jets enriched sample. Data versus MC comparison of MT (W ) distribution in the SS W+jets enriched sample
before correction (middle) and after correction (right). Distributions are plotted for τ type 2.

C. Final selections

At the final selection stage, in addition to preselection criteria, we remove events having Mmin
T (l, E/T) < 25 GeV

(where l = (µ, τ)). This cut suppresses a large fraction of Z+jets and MJ background while it has a signal efficiency
of 80%, as shown in Fig. 4. This final sample is dominated by W+jets background. Tab. II gives the expected and
observed number of events in the final sample. Fig. 5 shows pT (τ) and Mvis distributions for the final selection.
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FIG. 4: Mmin
T distribution at the preselection level for all τhad types. In order to increase the sensitivity, we keep only events

with Mmin
T > 25 GeV.
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FIG. 5: Data versus MC comparison of pT (τ) and Mvis distribution in the final sample for all τhad types.

τhad type 1 τhad type 2 τhad type 3 all types

Z(→ ττ) 10.1 ± 1.1 54.8 ± 2.7 18.9 ± 1.6 83.7 ± 3.4
Z(→ µµ/ee) 21.0 ± 1.3 91.8 ± 2.7 55.9 ± 2.0 168 ± 3.6
W (→ µν) 241 ± 9.8 863 ± 15.4 668 ± 11.0 1773 ± 21.3
tt̄ 4.3 ± 0.2 20.5 ± 0.3 4.1 ± 0.2 28.9 ± 0.4
diboson 28.7 ± 0.8 106 ± 1.5 25.5 ± 0.7 160 ± 1.9
MJ 28.7 ± 3.6 111 ± 7.7 72.0 ± 6.1 212 ± 10.5

Exp. background 334 ± 10.6 1249 ± 17.7 844 ± 12.8 2428 ± 24.3
Data 340 1294 839 2473
Higgs 165 GeV 0.8 ± 0.0 3.8 ± 0.1 0.6 ± 0.0 5.3 ± 0.1

TABLE II: Expected and observed number of events at the final selection.
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IV. RESULT

At the final selection level, the sample is dominated by W background. We use a multivariate technique in order
to discriminate signal from background. A set a discriminating variables based on specific properties of the signal
and/or background are combined in a final Neural Network (NNH).

A. Multivariate analysis

The backgrounds considered to train NNH are Z+jets, W+jets, tt and dibosons and the signal is the sum of all
Higgs boson production mechanisms. For each Higgs boson mass, we train a dedicated NNH. Events with a τhad type
1 and 3 are merged while events with type 2 candidates are considered separately. The input variables used to train
NNH are listed in Tab. III and Fig. 6 shows data versus MC comparisons of these distributions. Fig. 7 shows the final
NNH distributions trained for a Higgs boson mass of 165 GeV. We define:

• ŝmin =
(√

E2(µ, τ) − p2
z(µ, τ) + E/T

)2

− p2
T (µ, τ, E/T) [23], where E(µ, τ) and pz(µ, τ) are respectively the energy

and the momentum z component of the (µ, τ) pair;

• cos(θ̃) is the cosine of the angle between the z−axis and the muon in the rest frame of the E/T+ µ + τ system,

• θ(τ, µ) = arccos
(

p⃗τ .p⃗µ

|p⃗τ | |p⃗µ|

)
is the angle between the muon and the τ .

NN Analysis Variables

Object Variables
pT of muon pT (µ)
pT of tau pT (τ)
charge times pseudo-rapidity of muon Qµ × ηµ

pseudo-rapidity of τhad ητ

NNτ output NNτ

Event Kinematics
invariant mass of both leptons Minv(µ, τ)
minimal transverse mass of leptons and E/T Mmin

T

missing transverse energy E/T

visible mass Mvis

minimum center of mass energy
√

ŝmin

Number of jets njet

Leading jet pT pjet
T

Topological Variables
azimuthal angle between selected leptons ∆φ(µ, τ)
azimuthal angle between muon and E/T ∆φ(E/T, µ)
azimuthal angle between τ and E/T ∆φ(E/T, τ)

angle between muon and beam axis cos(eθ)
angle between τ and muon θ(τ, µ)

TABLE III: Variables considered to discriminate signal from backgrounds.

B. Systematic uncertainties

Systematic uncertainties arise from several sources. Experimental uncertainties are evaluated by comparing data
control samples to predictions from the simulation. We split the different sources into two categories: those affecting
only the normalisation, and those which affect also the shape of the distributions. We include in the first category
the uncertainty on the integrated luminosity (6.1%), on the muon identification efficiency (2.3%), on the trigger
efficiency (5%), on the τhad identification efficiency (10/4.0/5.0% for τhad type 1/2/3 respectively), on the theoretical
Z production cross section (4%), on the tt production cross section (10%), on the dibosons production cross section
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FIG. 6: Data versus MC comparisons of several variables considered to discriminate signal from backgrounds. Distributions
are plotted for all τ types and the signal is normalized to 100 × SM. First line: pT (τ), pT (µ), E/T. Second line: Minv(µ, τ),

Mmin
T ,

√
ŝmin. Third line: ηd(τ), ∆φ(µ, τ) and NNτ .

(7%), on the dibosons pT modelling (1%), on the gluon-fusion signal modelling (3%) and on W+jets background
estimation (10 − 15%). The systematics affecting the shape of NNH are the uncertainties on the τhad energy scale
(∼ 1%), on the jet energy scale (1−9 % depending on the process), on the jet energy resolution (3−9% depending on
the process), on the jet identification efficiency (1−7% depending on the process) and on the MJ estimation (20−50%
depending on the final NNH).

C. Limit on σ(pp → HX) × BR(HX → µτ)

Final discriminants, as for example shown in Fig. 7, are used as input to a significance calculation using a modified
frequentist approach with a Poisson log-likelihood ratio test statistic [24]. In the absence of a significant signal, we
derive upper limits at the 95% confidence level on the σ(pp → HX) × BR(HX → µτ) as ratio to the SM prediction
as a function mH as shown in Fig. 8.

V. CONCLUSIONS

We performed a search for the SM Higgs boson decaying in the µ + τ final state at low jet multiplicity at DØ .
This analysis is orthogonal to the other DØ Higgs searches and therefore brings additional sensitivity especially for
high mass Higgs searches (mH & 135 GeV). We found the data to be compatible with the predicted SM background
and placed upper limits on the σ(pp → HX) × BR(HX → µτ) as ratios to the SM cross section between 6.6 and 24
for Higgs masses between 135 and 200 GeV.
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FIG. 7: NNH distributions in the final selection for all τhad types.
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FIG. 8: Left: ratio of the observed and expected exclusion limit at 95% C.L. to [σ(pp → HX) × BR(HX → µτ)]SM as function
of mH . Right: log-likelihood ratio for the background only hypothesis, for the signal + background hypothesis and for the
data. Green and yellow bands are the 1 σ and 2 σ bands respectively.
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mH (GeV) expected observed
115 96 110
120 67 44
125 38 36
130 28 30
135 22 20
140 18 19
145 15 13
150 13 13
155 10 12
160 8.5 7.2
165 7.8 6.6
170 8.1 8.1
175 9.0 7.2
180 11 11
185 13 11
190 16 15
195 17 16
200 18 24

TABLE IV: Ratio of the observed and expected exclusion limit at 95% C.L. to [σ(pp → HX) × BR(HX → µτ)]SM.
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